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A mathematical approach based on Green‘s function approach allowing to construct controls
providing approximate controllability is suggested in the present paper. Representing the solution of
governing system via Green’s formula and substituting it in prescribed terminal conditions, we obtain
control functions providing approximate controllability of the system under study in explicit form.
Choosing appropriate controls, we can provide required accuracy of approximation for prescribed
conditions.

Examples illustrating the procedure are described. Particularly, infinite string, controlled by
a concentrated force, semi-infinite rod heated by a point heat source, finite rod heated from its
boundary and parameter optimization for electrical circuit are considered. Results of computsations

are brought.

Introduction

Control systems are investigated in theory in order to be implemented in practice.
Before being implemented, system‘s efficiency, expenses, requirements, reliability, ar-
eas and term of use, etc. are analyzed. During implementation we need not only a
guarantee that it is possible to control the system, i.e. for controllability, but also
the corresponding controls in explicit form. Nowadays efficient numerical techniques
allow to approximate mathematical models of even very complex control systems,
therefore theoretically it is much more important to analyze the controllability.

In many types of control problems, depending on state equation, type of control
(boundary or distributed) or required terminal state, it is becoming impossible to
ensure exact controllability, i.e. exact implementation of given conditions in given
time, even if at our disposal we have controls from quite wide classes of functions.
For instance, the main part of nonlinear control systems, even some linear control
systems, systems defined in unbounded domains, etc., are not exactly controllable.
Sometimes, by a specific choice of control parameter, prescribed terminal conditions
may be implemented approximately:

[wp —wil| <e,

where w,, is the prescribed, and w; is the implemented states, ¢ is a given positive
number, the norm is understood in a reasonable sense.

This concept may arise, for instance, when by a choice of controls the energy of a
particular system sufficiently decreases but does not equal to zero exactly.

Particularly, in |1] a class of controls ensuring the approximate controllability (the
system is not exact controllable) of a rectangular elastic plate lying on a Winkler
base with controllable distribution function subjected to uniformly moving load is
explicitly represented. A numerical scheme based on the Bubnov—Galerkin procedure
is suggested and the approximate controllability is derived in particular cases.

The approximate controllability of semilinear heat equation with some types of
nonlinearities is considered in |2]. It is proved that if the control acts on a bounded
subset of the domain, the system is approximate controllable, but not exact control-
lable. For further detailed review see [3].



There are several numerical approaches to analyze a given system to exact or
approximate controllability. For systematic report of those approaches we refer to |3].
Even though those approaches are universal enough, there are some problems on
controllability unsolved yet [4].

Approximate controllability may play an important role in long- or infinite-time
control problems. In some processes in industry, finance, engineering, we encounter
with necessity of achieving required state for the system and holding on that regime for
practically a long time. This problem can be viewed as a problem of determination
of controls transferring its initial state into a sufficiently narrow neighborhood of
prescribed state (resolving approximate controllability problem) and at the same time
ensuring that the state will stay in that neighborhood with ¢ — oo (ensuring stability).
This article is intended to establish solution to the first part of the problem.

In this order here we represent the solution of the governing system via Green’s
function, and then, substituting it into prescribed terminal conditions, derive implicit
representation for admissible controls. Due to non-uniqueness of solution, we chose
the parameters of the control in such a way that the terminal conditions are satisfied
with required accuracy. The approach is especially useful if Green‘s function of the
system under study is known or its construction is easier than the study of the system.

We have chosen Green'‘s function approach because it is very convenient in cases
when the analysis of the governing boundary value problem is very complicated, but
its Green‘s function is known from handbooks or other resources. Green‘s function
approach is widely used in deformable body mechanics. In handbook [5], Green‘s
functions for many ordinary and partial differential equations and their coupled sys-
tems, differential-difference equations, integral and integro-differential equations are
brought explicitly. Handbooks [648] contain exact solutions of general equations and
coupled systems of equations in terms of Green‘s function and not only: the proce-
dure suggested in this article allows to solve control problems also for systems whose
explicit solution is defined not necessarily by Green‘s function.

Note, that Green‘s function approach was used to solve control problems earlier,
see, for instance, [9H11] and references therein.

1 Green‘s function approach and implicit represen-
tation of control functions
Suppose we deal with a mechanical system, the state of which is described by
Dw] = f(x,t,ug) in (x,t) € Q2 x(0,T):=0, (1.1)
subject to boundary condition
Blw] =up (t) in (x,t) € 9Q x [0,T]. (1.2)
Assume that the initial state of the system is given:

Zwl=0 att=0, x el (1.3)



Above D[], B[] and Z [-] are linear operators of state, boundary and initial condi-
tions, f : O x Uy — R is given right-hand side, Q C R? is the finite or infinite domain
of the system, in the case when it is finite € is its boundary and Q- the ordinary
closure, time moment 7T is fixed and given. We assume that Green‘s function for those
inputs is known or may be constructed. The control can be carried out either via ug
(distributed control) or u;, (boundary control). Our aim is to implement such controls
(distributed or boundary) that some required conditions are satisfied at T":

Tw =0 att=T, x €. (1.4)

The sets of such controls we denote by Uy and Uy, respectively, and call sets of
admissible controls. If the set of admissible (distributed or boundary) controls is non-
empty, system (1.1)—(1.3) is called controllable (in corresponding sense). If for some
control function (1.4) holds exactly, system (1.1)—(1.3) is called exact controllable, and
if |7 [w]||] < € uniformly in  with sufficiently small ¢ > 0, it is called approximate
controllable. Norm || - || is understood in a reasonable sense.

Denote Green’s function of (1.1)—(1.3) by G (x,&,t,7): it is the solution of the
initial-boundary value problem

D0 (G (2,61, 7)] = b (@ —£)d(t—7) mat&TeD, (1.3)
By G (@,6,1,7)] = 0 in (w,1) € 02 x [0,7]. (1.6)
I8 (G (2,6,t,7)] =0 at t =0, 2e€. (1.7)

Here the superscript («,¢) means that the corresponding operator acts on the in-
dicated variables, and subscript 0 corresponds to homogeneous parts, ¢ () denotes
Dirac‘s spatial, and ¢ (¢t)— one dimensional functions. If the solution of (1.5)—(1.7) is
known, the solution of (1.1)—(1.3) is defined through the expression

t
w(wat):/o éG(mvgvtaT)W(EvTvudaub>d£dT, (18)

in which W (&, 7, uq, up) is a distribution depending on f, and w; linearly [5].

Forcing (1.8) to satisfy (1.4) at t = T, we derive implicit representation for un-
known function:

T{/o /QG(a:,£,t,T)W(S,T,ud,ub)dédr =0, (1.9)

whether it be distributed or boundary control function.

However, in practice, implicit representation of control function does not contain
enough information for control system implementation and one needs their explicit
representation. Since, in general, (1.9) is a nonlinear constraint on control function,
therefore very often (1.9) cannot be satisfied exactly by any choice of admissible con-
trol (boundary or distributed). In such cases we will search for controls providing
approximate satisfaction of (1.9) (controllability of (1.1)—(1.3)) with sufficient accu-
racy.



Suppose T [w (x,t)] = w (x,T) — wr (x), then
T

|| et s e dear = wr ()
0

T
- / / G(Il?,g,T, T) WO (577_7 ub) dgd’T,
0 Q
a.e. in €2, in which

w (£>T> Ud, ub) =W (577-7 ub) + f (577-7 ud) .

In particular, if f is linear in uq, f (z, 7,uq) = fo (x, T)+uq (1) for distributed controls
we have

T T
/w/G@£$JMAﬂ%w=wﬂw—/(/Gwﬁﬂﬂh@ﬁwwﬂ
0 Q 0 Q

T
_/ /G($7£7T77—)W0 (£7T»ub)d£d7—,
0 Q

a.e. in Q.

Similar expressions one can obtain also for boundary controls u;. Right hand
sides of derived equations are given, while left hand sides depend on controls that
must be determined. Beside derived equalities, control function must satisfy admis-
sion conditions of (1.1)—(1.4). Searching unknown function in specific forms (power,
trigonometric or other orthogonal polynomials, piecewise functions, etc.), one can
make both sides of derived equalities close enough. In case of presence of a free
parameter in control function, it is possible to consider the minimization problem

||w(x,T) — wr (x)|| — min

with reasonable norm.

2 Examples and explicit representation of controls

Now let us demonstrate control function determination procedure in some partic-
ular cases, in which Green‘s function approach is interesting to compare with other
usual approaches.

Example 1. Control of infinite string vibrations via concen-
trated controls

Let us consider infinitely long string controlled by a concentrated force with con-
trollable time-dependent intensity. The governing equation for displacement of the
string reads as

Pw  ,0%w

W—c@:f(x,t,u), (x,t) e Rx (0,T), (2.1)



f (@, t,u) = Ay [u]d (x —20), w0 €ER,

in which c is the velocity of wave propagation in the string, u is the control impact,
in general the operator Ajg 7 [u] = u (t) [1(t) — 1 (t —T)] is defined like in [1,12-15],
1 (¢) is the unit step function, zq is some finite point of the string. Assume the initial
state of the string

=wy(z), z€R, (2.2)
t=0

w(z,0) =wo (z), —

is known. Our aim is to find such bounded distributed controls u, |u| < wug, that
ensure the terminal conditions

ow

N =wh(z), z€R, (2.3)

t=T

w(z,T) =wr (z),

with required accuracy ¢.
The solution of (2.1)(2.3) is given by (c.f. (1.8)) [F]
w(z, 1) =
- /Ot/_za@—s,t—f) [F (&, 70u) + w (€) 8 (7) + w (€) 6 ()] dedr =

=@ (z,t,u) + ¥ (z,t), (2.4)
2.4

in which ¢’ is understood in the sense of distributions,
1 t
G(z,t) =1(ct — |z|), D (x,t,u) = %/ 1(c(t—71)—|x — xo])u(r)dr,
0

U (z,t) = 2%/0 /_OO Gz—&t—1) [wo €)' (1) +w} (&) 6 (1)] dédr.

It is easy to see that the solution decays when x — +oo. Thus, required controls
must satisfy (c.f. (2.3))

o ov
®(x,Tyu) =wr (x) =V (2,T), —| =wp@)——| |, (2.5)
ot |,_p g ot |i—r
for almost all z € R. Here
© 0G(x—&T —
w1y =—0) [ FHEZETEDN 0 des
—0o0 =0

+9<o>/_°° G (x— &) wh (€) de.

0d

. %/0 5(c(t—7) — |z —al) u(r)dr,



ov

ot
We have taken into account that in the sense of distributions 1’ = §. Above 6 (0) is
the Heaviside function when ¢ = 0.

1 t [e%e} / )
:g/o /_m5(c(t—7)—\w—£\) [wo (€) 8" (7) + wh (€) 8 (r)] dédr.

On the left-hand sides of (2.5) we have linear functionals on unknown u € U,
while in the right-hand sides— the values of those functionals on particular admissible
controls. Our aim is to find those particular functions. Since « is defined in unbounded
domain, we will search for such a u that

max |® (2, T,u) + ¥ (2,T) — wr ()] and max %—T . + %—\f . —wi (z)| (2.6)
uniformly converges to 0 with  — +o0.
Since in [0, 7] the point @ = z( vibrates as u forces, we have
u(0) = vwp (x9) and u (T) = vwr (x9), (2.7)

up to normalizing coefficient v which will be specified, for instance, by introducing
dimensionless quantities.

Thus, for u we have to solve boundary value problem (2.5), (2.7). From (2.5) at
T = x9 we have

T
1 w(T)1(T —7)dr = wr (xg) — ¥ (20, 7T),
2¢c Jy

0 (0) o o

202 U(T) = Wy (xO) T ot . t:T.

Here we have taken into account that
1
0(c(T—1)) = E6(T—T), 1(c(T-71)=1(T-71).

By virtue of (2.7), the second restriction is a kind of consistency requirement for initial
and terminal data:

_ov
ot

—Lwr (xg) = wi (o) .
c r=x9, t=T

Thus, we have to solve the integral equation

T
/ w(r) (T —1)dr = M, M =2clwr (x¢) — ¥ (x9,T)], (2.8)
0
subjected to boundary conditions (2.7). Naturally, it is non-unique. For instance,

u(t) = vwg (xo) + v (wr (z9) — wo (o)) t + urt (T — 1), (2.9)



in which u; = const, satisfies (2.7), (2.8) with

2
% M —vwy (20) T — v (wr (x0) — wo (z0)) T?

Uy =

Substituting (2.9) into (2.5) and choosing z( in a proper way, we can make both
(2.6) sufficiently small. We also have to take into account that |u| < ug.

Among continuous solutions trigonometric (or whatever else) polynomials also can
be considered. Indeed, if we seek such ag, by and w; that

Z a, sin (wyt) + by, cos (wit)], (2.10)
k=1

then we have .

Z ik la (1 — cos (wiT)) + by sin (wiT)] = M, (2.11)
k=1 "F

Z b, = vwp (x0) , Z [ak sin (wiT) + by, cos (wiT)] = vwr (o),

k=1

and can require to minimize some cost functional under these constraints [16].

In finite domains usually Fourier method of variables separation is used, providing
efficient numerical scheme. In unbounded domains integral transforms are used, in
some cases providing explicit solutions in integral form. Sometimes, d‘Alembert‘s
formula is used to derive explicit solution in finite domain |19]. We will compare now
the implicit representations provided by Green‘s function approach and d‘Alembert‘s
formula. The general solution of (2.1), (2.2) according to d‘Alembert formula is given
by

wo (x — ct) —|— wo (x+ct) 1 [*F

w(z,t) = + 7/ w (€) dé+

2¢ Jo_ ot
ztc(t—T)
/ / A[O 71 [u] (7) 8 (§ — o) ddr.

Comparing this expression with (2.4) we see that, indeed,

z+c(t— 'r)
D (z,t,u) 20/ /m 0,77 [u] (7) 8 (§ — wo) dédr.

c(t—m)

wo (x —ct) +wo (x+ct) 1 /HCt
_|_ J—
2 2c T—ct

i.e. both approaches provide the same implicit representation for control functions.

10



Example 2. Heating of semi-infinite rod

Suppose sufficiently thin semi-infinite rod is heated via point source, i.e. its tem-
perature obeys heat equation on semi-axis:

00 ,0%°0 . +
5 "¢ W—f(:c,t) in (z,¢6) e R™ x (0,7), (2.12)

f(z,t)=u(®t)d(z —x), wo€RT,
subjected to boundary condition

%:o in =0, te(0,T), (2.13)

where x¢ is fixed, o2 is the thermal diffusivity of the rod material. The initial tem-
perature distribution in the rod is known:

O (z,0) =6y (z) in z€R". (2.14)

Our aim is the explicit representation of heating regimes u, |u| < ug, implementing

the terminal condition
O(z,T)=0Or(z) in zeR"

with required accuracy ¢.
The solution of (2.12)—(2.14) is

0 (z,t) // A —T)[f(&,7)+ O (&) 0 (1) dedr =

=/ G(%xoat—T)U(T)d7+9(0)/OOG($7§J)90(5)¢1§1=
0 0
=@ (x,t,u) + ¥ (,t),

in which [5|

G(x,g,t):\%-@{expl—(ll_g) }

It is easy to verify that © is uniformly bounded in ¢ € [0,T] when & — oo.

(z+9)?
40t

+ exp

Since the rod is sufficiently thin, we can always assume that all points of its cross
section at every fixed moment have the same temperature, and its x = x¢ point
is heated by wu, then vy©(xg,t) = u(t), t € [0,T], particularly, u(0) = 110 (o),
u (T) = I/Q@T (I‘O), or

P (.’IJQ, T‘7 u) + U (.’I}Q, T) = @T (l‘o) . (215)

Here vy, v1 and 15 play the same role as in previous example.

Repeating the procedure above, we will finally arrive at the implicit representation

11



for unknown controls
T
/ K(T—-71)u(r)dr =M, M=0rp(x)— Y (20,T), (2.16)
0

in which

K (t) = G (w0, 70,1) = 2\1/?&{1%@ {—;”ft”

Besides solutions indicated in the last example, in the case of (2.16) we can also
use the form
M

U(t):mL(t)7

in which L ensures the inclusion u € L?[0,7T] (say) and satisfies

T
O (o) , tll%lq%% = V%@T (zo), /0 L(t)dt=1.

It is a usual procedure to approximate the solution of (2.16) by families of orthog-
onal functions (Bessel functions, Chebyshev (or whatever else) polynomials, etc.). In
any case we have to take into account the restriction |u| < ug.

A physically reasonable solution may be derived if the set of admissible controls is
U, = {u € LY0,T]; |u| < up, suppu C [O,T]}. Then the unknown controls can be
expressed as piecewise constant function [1,/14L18]|

n
w(t) =Y wpb(t—tr), 0=ty <ty <.. <tni<t,=T,
k=1

u; = v0q (o) , Zuk =vOr (xg) — VO (z0) z lug] < ug, .

k=2 k=1

It characterizes switching intensity: during the whole interval (¢;_1, tx) the source
heats with temperature uy. After (somehow) explicit representation of controls from
(2.16) we face with providing the equality

O (z,T,u)+ ¥ (z,T) = Or (), (2.17)
for almost all z € RT. It is very useful to mention that the point z¢ can serve as

robustness parameter regulating the difference between required and implemented
states (e.g. (2.6)).

Example 3. Boundary heating of finite rod

Let finite, sufficiently thin non-homogeneous rod is thermo-isolated from external
medium and is heated from its boundary. The temperature of the rod obeys one-

12



dimensional heat equation

1 00

2 0?0
o - (w2 2)

Sz =0 i (2,1) € (0,0) x (0,T), (2.18)

where o (x2 —|—a2)2 is the coordinate-dependent thermal diffusivity, subjected to
boundary conditions

©(0,t) =u(t), ©(,t)=0, t€]0,7T]. (2.19)
The initial state of the rod
O(z,0) = O¢(z), =€]0,1], (2.20)

is known and our aim is to design boundary heating regime wu, |u| < wp, ensuring
exact or approximate satisfaction of terminal state

Oz, T) =0, z€]0,]].
From admission conditions we have
u(0) = vOy(0), Oy(l) =0, w(T)=0,

up to a constant v standing for correspondence in dimensions.

The solution of (2.18)—(2.20) is

(z,1) / / G (2,6,t —7) [B0 (€) 6 (1) — u(r)(€? + a?)28'(€)] dedr =

=6(0 /Gmﬁt@o &) d¢ — / 7)Go(z,t — T)dT :=

— & (z,t,u),
in which [5]
Clret) = ——2 S o ) r (€ exp [a?N31], 2 (e) = arctan %,
(1) (€% +a?)” i a
l
Go(z,t) = / G(z,&1) (E+a ) §(&)d¢ = —27er<pk z)exp [—a®Ajt],
0

wk wk
o () = $2+a25in< ’y(x), A = q? () —1].
)= 20 = G
Thus, in this case we have to ensure the equality

S (z,T,u) =" (2,T), ze€]l0,l]. (2.21)

13



Quadratic solution, satisfying consistency conditions is

u(t) = %@0(0) Fut(T—1), te0T],

and u; = const must be determined in order to minimize (2.6) or make it small
enough. In numerical implementation below we compare results obtained using this
form and those— using (2.10).

Since the rod (domain of the problem) is finite, then Green‘s function and Fourier
method give exactly the same expressions. Indeed, representing the solution of (2.18)

as O(z,t) = Z fi(2)gr(t), we obtain
k=1
9r(t) + 0 A\2gn(t) =0, fi(2) + —E o
2 +a

which implies
gx(t) = cor exp [—a%\it]

c1y sin (\/ 1+ 2’2“7(:6)) + caf, cOs <\/ 1+ 2%7(9&))] )

Here cor, c1x and coi are to be determined from boundary and initial conditions
(2.19), (2.20):

and

Julw) = Va? + @

Jx(0) = ug, fr(l) =0, gr(0) = Oo,

where uy, are the coefficients of expansion of u(t) by functions g (), and O are the
coefficients of ©¢(x) by functions fi(x).

Example 4. Parameter optimization for time-dependent circuits

The last example that we would like to consider appears in study on non-linear
time-dependent electrical oscillations in electronic circuits and allows exact satisfac-
tion of terminal conditions. The phenomenon is described by Hill‘s differential equa-
tion in general (including Matthieu‘s equation as a particular case). In |20] it is solved
for several circuit parameters in terms of Green‘s function. In particular, when cir-
cuit has parameters varying in time according to sawtooth law u(t) = ugt + u; with
ug # 0, we have

Jtult)y=0, 0<t<T. (2.22)

Suppose the input state is given y(0) = yo, ¥'(0) = yo1 and one is interested in
obtaining a specific output state y(T) = yr, y'(T) = yor with the right choice of
parameters of the circuit.

Based on Green'‘s function expression of (2.22) (see [20], eq.(19)), its general solu-

14



tion is given by

1 1
y(t) :yg/o G(t,T)5I(T)dT+yo1/O G(t,7)d(r)d¢E,

with
G(t,7) = —gub(ud (7) [Yy (o(r) Iy (0(8) = Ty (o) Yy, (0()]
_ 2u3 (1)
o(r) = 3u?

This can be derived also from fundamental solutions of (2.22)— Airy functions [6].

Thus, in order to implement the condition y(T') = yr, ¥'(T) = yor one has to
ensure the equalities

IG(t, T
—yo% +ynG(T,0) = yr,
T lr=o0, t—-T
7 82G(t,7) + OG(t, 1) -
yoi@r(’)t - y01787_ - = Yor-

Rescaling the time by factor T' and assuming that all quantities are dimensionless (y
is rescaled by yo, 7 by %01, uo by T2 and u; by T~2), numerical analysis is done and
it is observed that there is a circuit parameter pair (ug, u1) for which the implemented
y(1), ¥'(1) can be exactly equal to required (rescaled) yr, yor (see Figure [I). The

value of that pair is determined as the coordinates of the point of intersection of

the contours y(1) — 9T — 0 and y'(1) — DT _ 0 in the upuy plane. Particularly, if
Yo

Yo1
I _ 0.5, ot _ 1, we obtain ug = —17.56 and u; = 7.372. In this case u(t) changes

Yo Yo1
its sign in [0, 1].
i yr Yor
Figure|2[shows the same contours for the case = =2, = = 1. Then uy = —93.8

Yo Yo1
and u; = 123.8, therefore u(t) > 0 for all ¢ € [0,1].

2.1 Numerical implementation

In order to justify the described procedure, we did numerical computations in Ex-
amples 2 and 3 considered above. In Example 2 we have introduced the dimensionless
variables and functions

~ x E t é @ ~ T ~2 T 2
P=—, t=— =—, u= u, & =_——a
Ty’ T’ oo’ B0z ' Q%23 '

in which ©° = const is the reference temperature (for simplicity we take the intensity
of initial temperature). Figures 3| and [4| shows the point plot of difference between
required and implemented terminal states for quadratic and piecewise constant control
laws (& = 1.515). The maximal difference occurs at Z = 0.355 and is equal to 0.0674
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‘ y(1)=»=0,y"(1)=yn =0
7.50

7.45

7.40

3735

7.30

7.25

7.20} ‘ ‘ ‘ ‘ :
-18.0 -17.8 -17.6 -17.4 -17.2 -17.0
o

Figure 1: Contour plots of required and implemented states in the ugu; plane: y(1) =

Z—T (solid line) and y'(1) = ‘ZO—T (dashed line)
0

01

and at £ = 0.36 and is equal to 0.06, correspondingly.
In Example 3 we have introduced the dimensionless variables and quantities

@ - Ug
ug = @

r - t =
T = — f; = — C‘—‘) = —
T T ev’
The suggested procedure was implemented in Wolfram Mathematica 10.3 for entries
a =1, O (z) = cos(rz), then u(t) = (1 + uit)(1 — t) (we omit ~ over dimensionless
expressions). The series in Green'‘s function expression is limited by 200 terms.
Numerical computations showed that ¥ (x,7) = 0 in « € [0, 1], and for vy = —0.5

max [P (z,T,u) — U (2,T)| = |® (2, T,u) — ¥ (x,T)] ’

=104,
z€[0,1] ©=0.5

which decreases when x approaches the boundaries. Due to initial distribution of
temperature It seems to be physically reasonable. One can manipulate further with
u1 to make the error smaller, but on this stage it is already satisfactory. For instance,
when u; = —1, the error is of 107 order, and it decreases with decrease of u; (from
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, y()=»=0, y(1)-yu=0
130

128

126

5124

122

120

118} ‘ ‘ ‘ ‘ ‘
-110 -105 -100 =95 -90 -85
Uo

Figure 2: Contour plots of required and implemented states in the ugu; plane: y(1) =

g (solid line) and y'(1) = Yor (dashed line)
Yo Yo1

—0.5 in negative direction) and decreases with increase of u; (from —0.5 in positive
direction).

The same tendency is seen for 0 < a < 1 and several other initial conditions like
©¢(z) = sin (rz) or tan (7z), etc., implying u(t) = uit(1 —t).

Suppose now a = 0.5, ©¢(z) = 1 — x, then u(t) = (1 + u1t)(1 — ¢) (admission
conditions are satisfied) and the implementation of (2.21) is plotted in Figure [5} The
error is of 107° order, which in this stage is satisfactory.

Figure [5| shows how efficient the boundary quadratic heating regime is for a par-
ticular system. Let us now find the characteristics of boundary heating regime (2.10)
minimizing (more precisely— making small enough) the error of approximation. We
seek the control in the form u(t) = Bsin (wt + €). In Figure [f] (2.21) is plotted when
6w = 57, 6 = 7w and 8 = —0.3165 (admission conditions will be satisfied when Oq(x)

s

has a multiplier 2). The refinement is done with manipulating the frequency w

(mainly), even though it can be done either by 8 and € or both. During computations
we keep 200, 250 and 500 terms in the expression for Green‘s sum, and the result is
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f, Or

0.5
0.4
0.3
0.2 -
0.1 ..

: ey
5 10 15 20

Figure 3: The left (with greater initial value) and right sides of (2.17) for Oo(i) =
z

T332 (:)T(:E) = 72 exp [-0.5%] and quadratic control

f, Or

0.5
0.4
0.3
0.2 -

0.1

X
5 10 15 20

Figure 4: The left (with greater initial value) and right sides of (2.17) for O¢(z) =
T(1+2%)71, O7(%) = 72 exp [-0.5%] and piecewise constant control

almost the same.

Even though the error in the case of quadratic boundary heating is less than that
in the last case, it takes much less computational time in the second case than in the
first one: in this sense the second boundary heating regime is efficient.
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O (x, 1, u), ¥(x, 1)
0.079

0.078 -
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035 040 045 050"

Figure 5: The graphs of ® (z,1,u) (dashed) and ¥ (z,1) (thick) for u(t) = (1 —
1.3412t)(1 — t)

O(x, 1,u), ¥(x, 1)
0.079

o
- -
- ~.
- ~
- ~

0.078 g -

0.077t # N

0.076)/

0.075
0.074 \

0.073 N

035 0.40 0.45 0.50"

Figure 6: The graphs of ®(z,1,u) (dashed) and ¥ (z,1) (thick) for u(t) =

5 ™
—0.3165sin | —t + —
sm( 6 + 6)

Conclusion

Thus, Green‘s function approach provides numerically efficient mathematical tool
for ensuring approximate controllability for particular systems and, at the same time,
algorithm for corresponding controls derivation. The procedure is explained as for
processes taking place in unbounded domains, as well as those taking place in finite
ones. It is a useful tool to handle as distributed, as well as boundary control problems.
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It provides explicit formulas which simplify qualitative and quantitative analysis of
control system under investigation. Numerical implementation of the algorithm in
semi-infinite and finite domains showed its efficiency. For a particular form solution
the approximation error turned to be of 1076 order when we keep 200 terms in Green'‘s
series (Example 3).

Consistency of the approach with d‘Alembert‘s and Fourier‘s methods is shown
on particular examples.

The algorithm can be applied for much more complicated types of equations,
their coupled systems arising in various applied problems: continuum mechanics,
thermo- and electro-elasticity, wave-guides theory, to investigate control and opti-
mization problems for non-homogeneous wave-guides and wave-guides with rough
boundaries, etc. Further simplification of its implementability in general is needed.
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